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Biological motivation and 
connections

• The basic computational unit of the brain is a neuron.
̶ Approximately 86 billion neurons

̶ Approximately 1014 − 1015 connections
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Biological motivation and 
connections

• Each neuron
̶ receives input signals from its dendrites

̶ produces output signals along its (single) axon

• Activation function f
̶ the firing rate of the neuron
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Types of Activation Functions
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Sigmoid

• Mathematical form: 𝜎(𝑥) =
1

1+𝑒−𝑥

• Squashes numbers to range [0,1]

• Historically popular since they have nice interpretation
as a saturating “firing rate” of a neuron.
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Sigmoid

• Drawbacks
1. Sigmoids saturate and kill gradients
̶ if the local gradient is very small, it will “kill” the gradient

̶ must pay extra caution for initializing

2. 𝑒𝑥𝑝() is a bit compute expensive
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Sigmoid

• Drawbacks
3. Sigmoid outputs are not zero-centered
̶ neurons in later layer receiving data that is not zero-centered

̶ data coming into a neuron is always positive

̶ the gradient on the weights 𝒘 become either all be positive, or all
negative

̶ introduce zig-zagging dynamics in the gradient updates

𝜕𝐸

𝜕𝑤𝑖
= − 𝑡 − 𝑜 𝑜 1 − 𝑜 𝑥𝑖

hypothetical 
optimal w vector
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Tanh

• Mathematical form: 2𝜎 2𝑥 − 1 =
2

1+𝑒−2𝑥
− 1

• Features
̶ Squashes numbers to range [-1,1]

̶ zero centered (nice)

̶ still kills gradients when saturated

̶ 𝒕𝒂𝒏𝒉() is a bit compute expensive

In practice the 𝒕𝒂𝒏𝒉 non-linearity is always 
preferred to the 𝒔𝒊𝒈𝒎𝒐𝒊𝒅 nonlinearity
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ReLU (Rectified Linear Unit)

• Mathematical form: 𝑓(𝑥) = max(0, 𝑥)

• Features
̶ Maps numbers to range [0, +∞]

̶ Does not saturate (in +region)

̶ Very computationally efficient

̶ Converges much faster than sigmoid/tanh
in practice (e.g. 6x) [Krizhevsky et al.,
2012]

̶ Actually more biologically plausible than
sigmoid

http://www.cs.toronto.edu/~fritz/absps/imagenet.pdf
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ReLU (Rectified Linear Unit)

• Drawbacks
1. Not zero-centered output

2. Saturate (in -region)
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ReLU (Rectified Linear Unit)

• Drawbacks
3. ReLU units can “die” during

training
̶ Dead neurons: neurons that

never activate across the entire
training dataset
̶ 40% of your network can be “dead”

̶ A large gradient could cause the
weights to update in such a way
that the neuron will never activate

̶ With a proper setting of the
learning rate this is less
frequently an issue.
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Leaky ReLU and Parametric ReLU

• Mathematical form:
̶ LReLU: 𝑓(𝑥) = max(0.01𝑥, 𝑥)
̶ PReLU: 𝑓(𝑥) = max(α𝑥, 𝑥)

• Features
̶ Maps numbers to range [−∞,+∞]
̶ Does not saturate
̶ Computationally efficient
̶ Converges much faster than

sigmoid/tanh in practice! (e.g. 6x)
̶ Will not “die”
̶ Some people report success but the

results are not always consistent
[He et al., 2015]

[Mass et al., 2013]

http://arxiv.org/abs/1502.01852
https://pdfs.semanticscholar.org/367f/2c63a6f6a10b3b64b8729d601e69337ee3cc.pdf
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Exponential Linear Units (ELU)

• Mathematical form:

𝑓(𝑥) = ቊ
𝑥 𝑥 > 0
𝛼 exp 𝑥 − 1 𝑥 ≤ 0

• Features
̶ Maps numbers to range [−𝛼,+∞]

̶ All benefits of ReLU

̶ Closer to zero mean outputs

̶ Negative saturation regime compared with
Leaky ReLU adds some robustness to noise

[Clevert et al., 2015]

https://arxiv.org/abs/1511.07289
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Maxout

• Mathematical form:
𝑓(𝑥) = 𝑚𝑎𝑥(𝑤1

𝑇𝑥 + 𝑏1, 𝑤2
𝑇𝑥 + 𝑏2)

• Features
̶ Maps numbers to range ? , +∞

̶ Generalizes ReLU and Leaky ReLU

̶ Linear Regime!

̶ Does not saturate!

̶ Does not die!

̶ Doubles the number of parameters/neuron

[Goodfellow et al., 2013]

http://www-etud.iro.umontreal.ca/~goodfeli/maxout.html
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TLDR; In practice

• What neuron type should I use?
̶ Use ReLU. Be careful with your learning rates

̶ Try out Leaky ReLU / Maxout / ELU

̶ Try out tanh but don’t expect much

̶ Don’t use sigmoid
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Layer-wise organization

• N-layer neural network
̶ we do not count the input layer

A 2-layer Neural Network (3-4-2)
4 + 2 = 6 neurons (not counting the inputs)

[3 x 4] + [4 x 2] = 20 weights
4 + 2 = 6 biases

26 learnable parameters

A 3-layer Neural Network (3-4-4-1)
4 + 4 + 1 = 9 neurons

[3 x 4] + [4 x 4] + [4 x 1] = 12 + 16 + 4 = 32 weights
4 + 4 + 1 = 9 biases

41 learnable parameters
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Setting number of layers and their 
sizes

Size and number of layers ↑֜ Capacity of the network ↑

• It is easier to overfit the training data
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Setting number of layers and their 
sizes

• It seems that smaller neural networks can be preferred
if the data is not complex
̶ This is incorrect

• There are many other preferred ways to prevent
overfitting in Neural Networks
̶ L2 regularization

̶ Dropout

̶ Input noise
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Setting number of layers and their 
sizes

• The effects of regularization strength
̶ Each neural network above has 20 hidden neurons
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References

• Stanford “Convolutional Neural Networks for Visual
Recognition” course (Training Neural Networks, part I)

http://cs231n.stanford.edu/slides/2017/cs231n_2017_lecture6.pdf
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